Gene Prediction with a Hidden Markov Model
and a new Intron Submodel

Mario Stanke'and Stephan Waatk
July 17, 2003

Abstract

The problem of finding the genes in eukaryotic DNA sequences by compu-
tational methods is still not satisfactorily solved. Gene finding programs have
achieved relatively high accuracy on short genomic sequences but do not perform
well on longer sequences with an unknown number of genes in them. Here ex-
isting programs tend to predict many false exons. We have developed a new pro-
gram, AUGUSTUS, for the ab initio prediction of protein coding genes in eukary-
otic genomes. The program is based on a Hidden Markov Model and integrates
a number of known methods and submodels. It employs a new way of modeling
intron lengths. We use a new donor splice site model, a new model for a short re-
gion directly upstream of the donor splice site model that takes the reading frame
into account and apply a method that allows better GC-content dependent param-
eter estimation. AUGUSTUS predicts on longer sequences far more human and
drosophila genes accurately than the ab initio gene prediction programs we com-
pared it with, while at the same time being more specific. A web interface for
AUGUSTUS and the executable program are located at http://augustus.gobics.de.
The datasets used for testing and training are available at
http://augustus.gobics.de/datasets/

Contact: mstanke@gwdg.de, waack@math.uni-goettingen.de

1 Introduction

Gene prediction programs typically use mathematical models of biological signals such
as splice sites or the translation start and end points. With respect to what additional
information they use, programs can be divided in two major groups. The so called

ab initio programs use a training set with known gene structure for training the pa-

rameters of their models of the biological signals and the models for coding and non
coding regions. Examples of ab initio programs are GENSCAN (Burge, 1997), GE-

NIE (Kulp et al., 1996), HMMGene (Krogh, 1997) and GENEID (Parra et al., 2000).
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Similarity-basedprograms use external information about the input sequence. Pro-
grams as GENEWISE (Birney and Durbin, 1997), PROCRUSTES (Gelfand et al.,
1996) and GENOMESCAN (Yeh et al., 2001) make use of a homology to a known
protein. Some programs instead use a second (syntenic) genomic sequence of another
species. And exploit the similarities when both sequences code for similar proteins.
Examples of programs of this type are AGenDA (Taher et al., 2003, Morgenstern et al.,
2002), SGP-1 (Wiehe et al., 2001), TWINSCAN (Korf et al., 2001), DOUBLESCAN
(Meyer and Durbin, 2002) and CEM (Bafnha and Huson, 2000). For an overview of gene
prediction methods see Ma{2002). Similarity-based programs can often achieve a
somewhat higher accuracy in gene prediction but require either that a similar enough
protein or a second genomic sequence coding for similar proteins is known. A purely
similarity-based program is stuck when there is no homology for the sequence under
investigation. In that sense ab initio gene finding tools are more general applicable as
they can be applied to sequences without known homologies.

The accuracy of ab initio gene finding tools is often evaluated on short genomic
sequences containing exactly one gene and very little flanking DNA. In these short
sequences the best programs perform fairly well. But as &eigal. (2000) pointed
out, this is not a realistic setting for gene finding tools. The accuracy of GENSCAN,
which is considered one of the best ab initio gene prediction programs for humans,
drops significantly on the BAC-sized human sequences compiled byo@tigl. The
number of genes whose exact structure is correctly predicted by GENSCAN decreases
from 40% to 18% . This loss of accuracy is due to the many false positive exons
GENSCAN then finds in the intergenic region.

We have developed a new Hidden-Markov Model and implemented it in a pro-
gram we call AUGUSTUS. AUGUSTUS uses a new method that allows a more accu-
rate modeling of the intron lengths which could also be applied to other HMM-based
gene prediction programs. Short introns typically have a length distribution clustering
around a certain length. We model the length distribution of short introns very accu-
rately and use a geometric distribution only for the lengths of long introns. The core of
our splice site models is very simple as we use the empirical distribution as the proba-
bilistic model. In case of the donor splice site, this empirical distribution is smoothed
is a way that takes into account that patterns 'similar’ to a frequent splice site pattern
often also are frequent splice site patterns. We introduced a new model for bases -8 to -
4 before the donor splice site which respects the reading frame of the exon. We applied
a new method to train the model parameters dependent on the GC-content of the input
sequence. AUGUSTUS performs much better than the other programs tested on two
drosophila data sets. On a large sequence contig from the Adh region of drosophila
melanogaster the number of examst correctly predicted by AUGUSTUS is about
half of the corresponding number for GENEID and GENIE. On a human data set with
BAC-sized sequences AUGUSTUS predicts more than twice as many gene structures
correctly than GENSCAN and GENEID



2 THE HIDDEN MARKOV MODEL UNDERLYING
AUGUSTUS

A Hidden Markov Model is a probabilistic model. For the purpose of gene finding, it
consists of states corresponding to a biological meaning (e.g. intron, exon, splice site)
and allows transitions between these states in a biologically meaningful way (e.g. an
acceptor splice site must follow an intron). The model defines a probability distribu-
tion on DNA sequences together with their gene structure. Programs based on these
models often find a most likely gene structure given the DNA input sequence. For an
introduction to Hidden Markov Models see for example Merkl and Waack (2002) or
Durbin et al. (1999). Figure 1 shows the states of the Hidden Markov Model used in
AUGUSTUS. Each state emits a random DNA string of possibly random length. The
distribution of these strings as well as the transition probabilities between them were
determined using a training set of annotated sequences for the respective species. In
order to define this distribution for each state we made use of established models such
as a Markov chain, a higher order windowed weight array model (WWAM) (Burge and
Karlin, 1997), interpolated Markov Models (IMM) (Salzberg et al, 1997) and intro-
duced a simple method we call similarity-based weighting of sequence patterns.

A WWAM of orderk and of window siz€r + 1 is an inhomogeneous Markov
Model of orderk in which the probability of observing nucleotideat position: given
that the preceding nucleotides are, ...,z is estimated by the relative frequency
of observinge after nucleotides:, . .., z; in the training data at one of the positions
in the windowi —r, ..., i +r. For that purpose the training data is aligned with respect
to the biological signal that is modeled.

By an interpolated Markov Model of ordek > 2 we denote in this paper a
Markov Model of orderk for DNA sequences, in which for some sequence patterns
ZTi_k,-..,T;_1, the probability of observing nucleotide depends only on the — 1
preceding nucleotides instead of onfafireceding nucleotides, i.e(z; | z;—k, ..., Ti—1)
is equal for allz;_,. We here use a special case of the IMM described in (Salzberg et
al 1997), in which only the transition probabilities of ordérandk — 1 are considered
and the respective interpolation weights are either 0 or 1. The conditional probability

of observing nucleotide; after nucleotides:; ,...,z;_1is
P(@i | Tiepy oo i)
| Ay e wien) > 400
M otherwise_

#H(Tiky1,Tio1)

Here the charactef: in front of a pattern denotes the frequency of the pattern in the
training sequences (in the appropriate reading frame if applicable). We added a pseudo
count of 5 to all pattern frequencies of sequence patternsiwiti nucleotides.

In the following we describe the emission distribution for each state. Each state
uses one or more simple submodels for different parts of the sequence. The parts are
always considered independent. Figure 2 shows these parts and the underlying sub-
models for humans. The submodels ar&ranslation initiation motif: WWAM of
order 3 and window size 5 for the 20 bases before the translation start.
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Figure 1: The states of AUGUSTUS and the possible transitions between them. The states with
names beginning with r model the same as those without r but on the reverse sifgpi: a

single exon gene.Eiyi:: The first coding exon of a multi exon gene (in this paper when we say
exon we actually refer only to the coding part of the exons). DSS: the donor (5’) splicd site.

an intron at mostl nucleotides long. sxeq: the firstd nucleotides of a longer intronlges the
individual nucleotides after the firgtnucleotides of a longer intron. ASS: the acceptor (3’) splice

site including branch pointZ: an internal (coding) exonfiem: the last exon of a multi exon gene.

IR: the ’intergenic region’ between the genes modeled here. Diamonds stand for states which emit
strings of fixed length, ovals for states with explicit length distribution. The numbers at the arrows
are the transition probabilities. The remaining transition probabilities for the intron states are shown
in Figure 5, they depend on the species. The exponents 0,1,2 stand for the phase of the reading
frame. For an exon this is the position of st coding nucleotide of the exon in its codon . For the
other states the exponent stands for the phase of the preceding exon. The two small circles are silent
states.
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Figure 2: Example of a gene with 3 coding exons (above) and an intron-less gene (below).
Certain parts of the DNA sequence are modeled using certain submodels. Below each part
is written its length in the human version of the program and the name of its submodel. If
an exon is shorter than the sum of the usual lengths of its submodels then the submodels are
shorter or left out. The submodel most downstream are left out first.

start codon: Emit ATG with probability 1.

initial pattern: Emit patternp of length at most 4 with the probability given by the
relative frequency of this pattern in the corresponding reading frame among all coding
sequences of the training set. The pattern has length 4 unless the exon length allows
only shorter patterns. The reason for introducing this submodel is a technical one. If it
was left out then the probability of the first bases after the start codon or after the ac-
ceptor splice site would be directly determined with a Markov model and therefore the
nucleotides of the start codon or splice site would determine the emission probabilities
of the following bases. But the start codon and splice site bases are always or often the
same and an exception as far as typical coding sequences are concerned.

initial content model: interpolated 3-periodic Markov model of order 4. The length

of the emitted sequence is 15 if the exon length allows it. The model is trained on the
corresponding 15 nucleotides of single and initial exons of the training set. We also
tried a corresponding terminal content model in the region around the stop codon as
this was suggested by a bias in the distribution of these bases compared to the models



we actually use. But this model did not yield any improvement.

exon content model:interpolated Markov model of order 4 trained on all correspond-
ing coding sequences of the training set. Only in earlier stages of AUGUSTUS with
fewer submodels the order 5, which is more commonly used in other programs, yielded
better results.

dss model:We only consider canonical splice sites obeying the GT-AG rule as this rule
accounts for about 99% of mammalian splice sites (Burset 2000). The donor splice site
model emits the 3 last nucleotides of the exon, then the consensus dinucleotide GT, and
4 more nucleotides of the intron (drosophila: 2 before, 4 after GT). For the distribution
of the 7 free nucleotides we use a model we satiilarity-based sequence weighting

The method of similarity-based weighting of sequence patterns is as follows. Given a
fixed sequence pattern size, training pattemns. . , ¢,, and a similarity scoring func-

tion s, weighting pairs of patterns, we estimate the probability that a random pattern
equals a given patterpas

p(q) = CZ s(q,4:),

wherec is chosen so that the sum of allg) is 1. The choice ok depends on the
particular purpose. For the donor splice site we use

1 ifr=g¢
s(r,q) = ¢ 0.001 if r andg differ at exactly one pos.;
0 otherwise.

This way, sequences obtained by a single point mutation from a typical splice site get
a bonus in comparison with the empirical distribution. And the resulting distribution is
the discretely smoothed empirical distribution which respects the complicated statisti-
cal dependencies that exist between the nucleotide positions.

Tixed, Igeo Ishort : Markov models of order 4 trained on all non-coding sequences of
the training setlxeq €Mits a sequence of exact length/geo €mits just one nucleotide

at a time andshort €Mits at most! nucleotides (see section about the intron length dis-
tribution).

branch point model: WWAM of order 3 and window size 7 emitting 32 nucleotides.

ass model:The acceptor splice site model emits 3 nucleotides of the intron before the
AG dinucleotide consensus, then AG and the first nucleotide of the exon. A pattern of
the 4 free nucleotides gets as probability the relative frequency of these 4 nucleotides
at the corresponding positions in the training set.

internal 3’ content model: interpolated 3-periodic Markov model of order 4 trained

on the 5 nucleotides at positions -8 to -4 with respect to the donor splice site using all
internal exons in the training set. Observe that this model, which helps locating the
donor splice site, makes use of the reading frame of the coding nucleotides as opposed
to the dss model for nucleotides -3,-2 and -1. This model is not used for drosophila.
stop codon: Emit TAG, TGA or TAA with probabilities 24%, 48% and 28%, respec-
tively.

intergenic region: same adgeo
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Figure 3: The smoothed length distribution of drosophila in-
trons, the length distribution of introns of the AUGUSTUS
model and the geometric distribution. The geometric distri-
bution is a bad approximation for short introns. 63% of the
introns are shorter than 100 nucleotides.

Intron Length Model
The geometric Approximation

Hidden Markov Models for gene prediction typically have one or more states modeling
a biological intron. The states of such a model can have an explicit length distribution
of the sequence emitted in this state or the length can be implicitly modeled by emitting
just one nucleotide at a time but allowing to transition back to the same state. States
with an explicit length distribution allow an accurate modeling of the length at the cost
of computation time. If no further heuristic is used the computation time of the typical
algorithms (Viterbi, forward algorithm) is at least proportional to the maximal possible
length of this state. Introns can be very long: the human neurexin-3 gene on chromo-
some 14 has an intron of length 479 Kb (Wong et al., 2001). It is therefore practically
infeasible to explicitly model the whole length distribution in a HMM. The method
of using a state which emits just one nucleotide and allowing transitions back to the
state is computationally efficient. The algorithms only require constant time for each
position of the sequence for this state. But this option limits the length distribution of
introns to a 'shifted’ geometric distribution which assigns length ¢ the probability
q(1—¢q)!=1~% with parameters < ¢ < 1 and integes. § would be the length of those
parts of an intron which are modeled in other states as for example regions around
the splice sites. For example the HMM based gene prediction programs GENSCAN,
GENIE, TWINSCAN and DOUBLESCAN use a model in which the introns have a
shifted geometric length distribution.

The solid line in Figure 3 and 4 shows the smoothed length distribution of drosophila
introns in our training set of 320 genes. In both figures the horizontal axis is on log-
arithmic scale. Figure 4 also has the vertical axis on logarithmic scale so that the
length distribution for large lengths can be visualized. The mean intron length is 896
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Figure 4: The same curves as in Figure 3 but with both axes on
logarithmic scale. Up td = 929 AUGUSTUS uses approxi-
mately the 'true’ length distribution, the tail of AUGUSTUS’
distribution is geometric, too. About 13% of the introns are
longer than 929 nucleotides.

nucleotides. The figures also show the geometric length distribution with the param-
eter estimated by the maximum likelihood methde(L = 1) = ¢(1 — ¢)'*, with

q = 1/896.

The graphs show two shortcomings of the geometric distribution as a model for in-
tron lengths. One problem is that a (shifted) geometric distribution always assigns the
highest probability to the shortest possible length. But in our drosophila test set the
shortest intron had length 48 and there were 12 introns with a length between 48 and
52 but there were 223 introns with a length between 58 and 62. A program that uses
the geometric intron distribution must either allow no such short introns or must as-
sign a higher probability to their length than it assigns to any longer length. The other
problem of a geometric distribution is that, whers realistically chosen, long introns
become much less likely than they really are. Reese et al. (2000) explain the fact that
many long introns are not recognized by their program GENIE as follows “...the length
distribution of introns, a geometric distribution that favors short introns, is the reason
for so many split genes”.

A new Way of modeling the Length Distribution

We combine states with and without explicit length distribution in order to model an
initial part of lengthd of the length distribution more accurately and the remaining part
with a geometric distribution. This makes the implicit length distribution much more
accurate while at the same time not loosing too much of the computational efficiency.
We use the model shown in Figure 5 for introns.

As intron we consider internally the part of the sequence between the donor splice
site model and the branch point model, which is included in state ASS. Asgume
is the length of a random intron and we know the distributiorl.dfom the training



Figure 5: A proposition for an intron model. The arrows denote possible transitions
and are marked with the transition probabilities.

data and letM be the random length of an intron generated by our model in Figure

5. The statélghort has an explicit length distribution with maximal lengthnamely

length! with 0 < [ < d has probabilityP(L = 1)/ P(L < I). The statelfxeq €MIts

a string of fixed lengthl and the statéye, emits just one nucleotide but implicitly has

a geometric length distribution with parameter Each of the three intron states use

the same 4th order Markov chain for emitting the nucleotides. There is a one-to-one

correspondence between introns and paths from DSS to ASS. If the intron has length

at mostd the corresponding path goes throulgh,:and if it has lengthi > d the path

goes first througtiixeq, thenl — d times to statdyeo and then leavegixeq to ASS. The

distribution of M is as follows. Foi < d we haveP(M =1) =pP(L =1)/P(L <1)

(= transition probability tdshort times length probability). Far > d we haveP (M =

) = (1 —p)(1 — q)!=91q (= product of all transition probabilities). Now, p and

d are still free parameters. We sgtuch that the expectation éf, given M > d,

is the expectation of., givenL > d, i.e. d+ 1/q = E[L|L > d]. Then we sep

such thatP(M = d + 1) = P(M = d) and there is no jump in the distribution &f

between positiond andd + 1. Then it remains to choose the parametavhich is a

tradeoff between accuracy (larggand speed (smatl). We choosel to be smallest

such thaty ~ P(L < d). We getq ~ 1/4894,p ~ 0.78,d = 929 for drosophila

andq ~ 1/1688,p ~ 0.43,d = 584 for humans. The running time of AUGUSTUS is

about 6 minutes for the 1.6 megabases of the drosophila test set on a pc with 2.4 GHz.
This model architecture would also allow to use different content models for long

and for short introns. Also additional splice site models could be integrated into the

short intron model so that different splice site models could apply to short and long

introns. This is suggested by the assumption that the splicing process is typically dif-

ferent for long and short introns (Lim and Burge, 2001). The resulting model would

also allow to take dependencies between the donor and acceptor splice sites of short

introns into account.



2.1 Algorithms and Options

AUGUSTUS computes for a given input DNA sequence the sequence of states and
emission lengths that is most likely in this model, given the input sequence. In our
model there is a one-to-one correspondence between gene structures one the one hand
and sequences of states and their lengths on the other hand. So AUGUSTUS pre-
dicts the gene structure with the largest a-posteriori probability. It is found using the
Viterbi-algorithm. For DNA input sequences with independent identically distributed
nucleotides the expected running time grows linearly with the input sequence length.
The memory requirement of AUGUSTUS also grows linearly with the sequence length.
For long sequences AUGUSTUS needs roughly one mega byte per kilo base input se-
quence length. If the sequence is too long for the amount of memory available it is
internally cut into pieces and it is assumed that the boundaries between the pieces lie
in the intergenic region. The parameter specifying the length of the pieces was set to
400 Kb in the test cases below so that the program could be run on a pc with 512 MB
RAM. AUGUSTUS can be run with options specifying whether it may predict partial
genes (some exons missing in a gene at the boundaries of the input sequence), whether
it may predict only complete genes, whether it must predict exactly one complete gene
or whether is must predict at least one complete gene. The last two options mentioned
are implemented by adding a second intergenic region state where each valid state path
is forced to end in. The model specified in Figure 1 requires that genes must be sepa-
rated by an intergenic region and also genes on opposite strand must not overlap. The
idea of the “shadow” states for the simultaneous prediction of genes on both strands
comes from Borodovsky et al (1993). But there are exceptions known to this rule. The
human neurofibromatosis type | gene on chromosome 17 has three short genes on the
opposite strand within one of its introns. Each of these internal genes has introns itself.
For this reason AUGUSTUS has an option to ignore possible genes on the opposite
strand. When this option is set, only the upper half of the states in Figure 1 is used for
both the forward strand and its reverse complement. The prediction for both strands
then consists of all the predictions for the forward and all the predictions for the reverse
strand and the genes may overlap. In all the test runs mentioned below the options were
set such that AUGUSTUS may predict partial genes and the prediction of overlapping
genes is forbidden.

Results

We tested AUGUSTUS on four data sets which we call fly100, adh222, h178 and
sagl7s8.

fly100 is a set of 100 sequences of drosophila melanogaster with one gene each on
the forward strand. 18 of the 100 genes were single exon genes. The mean sequence
length is 16.1 kilo bases (shortest 2, longest 104 kilo bases). The sequences were re-
trieved from FlyBase and have been filtered for annotation errors and redundancies as
described in section TRAINING.

adh222is a single sequence of drosophila melanogaster and 2.9Mb long. It is a well-
characterised sequence contig from the Adh region and has been used in the Genome

10



Annotation Assessment Project (GASP) (Reese, Hartzell et al., 2000). They con-
structed two sets of annotations. The first, smaller set, called std1, was chosen so
that the genes in it are likely to be correctly annotated and the second larger set, called
std3, was chosen to be as complete as possible “while maintaining some confidence”
about the correctness. In the corrected version std1l contains 38 genes with a total of
111 exons and std3 contains 222 genes with a total of 909 exons. The genes lie on both
strands. Both the authors of GENIE and of GENEID (Parra et al., 2000) have used
these two annotation sets for testing their programs. It should be noted that std1 was
chosen to contain only splice sites with a high score in a neural network model used in
GENIE and provided by M.Reese.

h178is a set of 178 human genomic sequences with one complete gene each. Each
contains one gene and a little flanking DNA. The sequences are from EMBL, were
compiled by Gui@ et al (2000) and have also been used by the author of GENSCAN
for evaluation (Yeh et al., 2001). The mean sequence length is 7169 bases (shortest
622, longest 86640 bases).

sagl78is a set of 43 sequences with 178 human genes on both strands. These se-
guences were also taken from Gaiigt al (2000) and are semi-artificial in the follow-

ing sense. Guiget al took the 178 sequences from h178 and generated long intergenic
regions randomly using a Markov model of order 5. They write “Some of the resulting
parameters, such as average G+C content of 40%, a gene every 43Kb, and a coding
density of 2.3% are in agreement with that for the overall human genome.” 40 of the
178 genes were single exon genes. The mean sequence length is 177 kilo bases (short-
est 70, longest 282 kilo bases) and each sequence contained on the average 4.1 genes.
We measured the gene prediction accuracy with the usual measures, sensitivity and
specificity. For a feature (coding base, exon, gene) the sensitivity is defined as the
number of correctly predicted features divided by the number of annotated features.
The specificity is the number of correctly predicted features divided by the number of
predicted features. A predicted exon is considered correct if both splice sites are at
the annotated position of an exon. A predicted gene is considered correct if all exons
are correctly predicted and no additional exons not in the annotation. Predicted partial
genes were counted as predicted genes. For each data set these measures were com-
puted globally (once for all sequences together) and in sag178 and adh222 the forward
and backward strands were treated as different sequences.

Comparison to other Programs

For comparison we used GENSCAN (version 1.0), GENEID and GENIE. We took
GENSCAN as it is the most commonly used gene prediction program and as it is con-
sidered one of the best programs for humans. Also our HMM is similar to that of
GENSCAN. GENSCAN was run using its human parameter set for both human and
drosophila as recommended. We used GENEID (version 1.1) as there is a special
drosophila parameter set available for it and as it uses a different approach not model-
ing the lengths. GENEID first finds splice site candidates, then exon candidates using
the splice site candidates and then genes using the exon candidates. GENEID was run
using the parameter sets human3iso.param and dros.param, respectively. In one case
we also compare to GENIE, because this program compared favorably to the other ab
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initio programs in the GASP experiment. GENSCAN was not run on the Adh region
as it required too much memory. GENSCAN and GENEID were downloaded from the
Internet.

Tables 1 to 4 show a summary of the results of the programs on the test sets. On the
drosophila data sets (Tables 1 and 2) AUGUSTUS outperforms the two other programs
on each of the three levels. On data set fly100 it predicts 52% of the genes correct,
GENSCAN and GENEID only 37% and 31%, respectively. More than 3 out of 4 exons
predicted by GENSCAN are false. On the human data set h178 with short single gene
sequences (Table 3) AUGUSTUS and GENSCAN are similarly accurate with respect to
the mean of sensitivity and specificity on the base and exon level. GENSCAN is more
sensitive, AUGUSTUS more specific. GENEID is worse here. AUGUSTUS predicts
more GENES (82) correctly than GENSCAN (71) and GENEID (24). On the long
sequences in sagl78 containing the same genes (Figure 4) AUGUSTUS predicts still
40% of the annotated genes exactly correct, GENSCAN and GENEID only 18% and
17%. GENSCAN here often 'adds’ short exons to an annotated gene and is therefore
much less specific than GENEID and AUGUSTUS.

Comparison to Variants of AUGUSTUS

In order to find out to which extend the new methods or submodels contribute to the ac-
curacy of AUGUSTUS, we compared AUGUSTUS to versions of AUGUSTUS where
one or more feature (method or submodel) was changed. We did this separately for
human and drosophila but summarized the results for the two datasets for each species.
In particular we use as an — admittedly — coarse measure the mean increase in sensitiv-
ity and specificity on the exon and gene level when the feature is used as compared to
when the feature left out. For example, Issri, ., be the difference between the sen-
sitivity on the exon level on dataset {1, 2} of AUGUSTUS and AUGUSTUS with

some feature changed. We weighted the two datasets for each species with the number
of annotated genes, andns in the two datasets used to determine the accuracy mea-
sure, here the sensitivity. TheRSnyon = (11 - ASNbyon + 12 * ASMByon) /(71 + 12)
denotes the mean increase in exon sensitivity. We use

7 := (ASNexon + ASPuyon+ ASMyene+ Aspgeng/4

as a measure to give the reader an idea of the relevance of the feature of the model. Ta-
ble 5 shows for a selected number of features the relative improvemehe first line
refers to a version of AUGUSTUS, where the intron length was modeled using a shifted
geometric distribution with minimum length 48 and the parameter estimated with the
maximum likelihood method. The second line refers to the version of AUGUSTUS,
where only the initial pattern model was left out, i.e. the start codon model or the ASS
model is directly followed by a Markov content model. The third line refers to the
version of AUGUSTUS where the donor splice site model simply uses the empirical
distribution of the patterns (with pseudo counts). The fourth line refers to the version
where all IHMMs were substituted by HMMs of the same order. This mostly effects
the internal 3’ content model in the human version. The fifth line refers to the version
of AUGUSTUS where the internal 3' content model was left out. The last line refers to
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AUGUSTUS where all the above changes are made. The largest improvement through
a single new feature is obtained for drosophila with the introduction of the new intron
length model.

We examined whether the improvement in exon sensitivity for drosophila by intro-
ducing the new intron length model might by explained by simple chance. For each of
the exons of the 138 genes used to calculate the two exon sensitivities for drosophila
we observe two dependent Bernoulli-random variables determining whether it was cor-
rectly predicted in the two runs, with or without the feature. The McNemar test for
dependent samples yielded a p-valu&) 000034, so that an improvement simply by
chance can be ruled out in this case.

2.2 Discussion

The reason that the new intron model does not improve much the predictions for hu-
mans can be explained by the fact that short human introns have a much less character-
istic length than short drosophila lengths. The methods and models examined in Table
5 do not fully expain the increase in accuracy of AUGUSTUS in comparison to the
other programs even when taking into consideration that the combination of several
changes may yield a better improvement than expected from the inprovements that the
individual changes yield alone. We do not know a single new method or idea that may
explain this improvement. The fact that content models of order 4 yield better accuracy
results than those of order 5 might be astonishing, as there are enough training data for
training models of order 5 and models of higher order model the real distribution more
accurate than models of lower order. We conjecture the following explanation for it. In
theory a perfect program should consider the biological signals for prediction instead
of statistical features of the coding and non-coding sequences because — probably —
most of the sequence has no function for the transcription and translation process. For
current state-of-the-art programs taking these statistical features into account by using
content models helps improving accuracy. But not rarely the wrong content model
yields a higher probability for a strech of sequence than the correct one, e.g. an un-
typical short exon or a stretch of non-coding sequence that gets a high probability in
an exon model. Our observation is that the more ’accurate’ the content models are,
the larger are the differences in the probabilities that a stretch of sequence gets in the
different content models. This means that the 'decisions’ are made more by the content
models than by the signal models and errors of the content models have a lower chance
of being corrected by the signal models.

2.3 Future plans

AUGUSTUS performs significantly better on long sequences than other ab initio meth-
ods. But still about 20% of the exons are not predicted exactly and 7%-10% are missed
completely. Thus it seems unnatural to dispense with extrinsic information about a
DNA sequence in cases where such information indeed is available. We plan to plausi-
bly integrate into the model information from database searches (both EST and Protein)
and evidence about functional parts of the sequence using DIALIGN 2 (Morgenstern,
1999) for syntenic sequences.
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fly100 AUGUSTUS GENSCAN GENEID

base SN 97 97 95
sp 59 33 53
exon sn 80 68 65
sp 49 22 39
gene sn 52 37 31
sp 27 10 14

Table 1: Accuracy results on drosophila data set fly100. Only genes on the forward
strand were considered. A part of the 'false’ positives accounting for the low specificity
of all methods probably can be attributed to un-annotated genes in the sequences.

adh222 AUGUSTUS GENEID GENIE
base sn* 98 96 96
sp* 93 92 92
exon s 86 71 70
sp* 66 62 57
gene sn* 71 47 40
sp* 39 33 29

Table 2: Accuracy results on drosophila data set adh222. The astertntes that
sensitivity and specificity were measured using two different sets of annotations. The
sensitivity refers to std1l and the specificity refers to std3. The values for GENIE are
taken from Reese, Hartzell et al. (2000).

h178 AUGUSTUS GENSCAN GENEID
base sn 93 97 89

sp 90 86 91
exon SN 80 83 66

sp 80 75 75
gene sn 46 40 14

sp 45 36 13

Table 3: Accuracy results on human data sets h178.

sagl78 AUGUSTUS GENSCAN GENEID
base sn 93 94 89

sp 81 64 78
exon sn 78 68 67

sp 71 45 60
gene sn 40 18 17

sp 35 14 17

Table 4. Accuracy results on human data set sag178. AUGUSTUS predicts 75 of the
178 genes exactly correct, GENSCAN and GENEID predict only 32 and 31 genes

correct, respectively. The gene level accuracy measures of GENSCAN on these long
genomic sequences are similar to those reported in Korf et al. (2001) for long mouse
sequences with mean length 112 Kb (sensitivity: 15-17, specificity: 11-16).
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feature human fly

intron length model 0.3 3.4
initial pattern 1.6 1.0
similarity-based weighting 1.0 1.0
IHMM 1.8 0.0
internal 3’ content model 0.8 n.a.
all of the above 4.7 6.8

Table 5: The relative mean improvement of sensitivity and specificity on exon and
gene level caused by different features of the program. The largest increase in accu-
racy through a single feature is attributed to the new intron length model, but only for
drosophila.

Training

Data Sets

The training set for the human version of the program was retrieved in October 2002
from Genbank. Sequences with inconsistent notation were deleted as well as sequences
that were overlapping with a sequence in one of the human test sets. This was done
using BLASTN with an E-value cutoff of 1e-100 (blastall -p blastn ... -S1-G 9-q -9

-e 1e-100). The rest was cleaned for redundancies and 1284 sequences with one gene
each remained. Additionally we use for the human parameter set the splice sites from
11739 human introns that were each not contained in the test sets (data originally re-
trieved from http://genomic.sanger.ac.uk/spldb/HumanCanonicalSites.ESTsupp). For
the drosophila training and test set we took single gene sequences from FlyBase in De-
cember 2001. These were cleaned for genes with known alternative splicing, incom-
plete annotation, in-frame stop codons, non-canonical splice sites and for redundancies
within the data set. The resulting 420 sequences were randomly divided into a training
set of 320 and a test set of 100 sequences again with no BLAST match with E-value
smaller than 1e-100 between the data sets. For the runs on the adh222 test set, we took
these 420 drosophila sequences and removed those 20 sequences that had a BLASTN
hit with E-value less than0~'° when run on the Adh sequence. Except for the dif-
ferent training sets, the same parameters were used for training and testing the two test
sets for each species. For comparison: The training set of GENSCAN consists of 380
single gene sequences plus additional unpublished 1619 cDNA sequences. Comparing
the genomic sequences of h178 and the 380 training genes of GENSCAN shows that
91 of the 178 test genes have a blast hitin GENSCANS training set with E-value below
1e-100, most of them because the same gene is annotated. The data sets used here can
be downloaded from http://augustus.gobics.de/datasets/.

2.4 Taking GC-content into Account

As Burge has pointed out in his thesis, sequence composition strongly correlates with
GC content of the sequence. Burge took this into account by using 4 classes of GC
content K 43%,43% — 51%, 51% — 57%, > 57%) and building 4 different parameter
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sets by estimating most of the parameters only from sequences of the class. For a given
input sequence the model parameters of its GC class are more appropriate but were
estimated using only about one fourth of the training sequences. But for a reliable
estimation of the parameters a large enough training set is important.

We use a method that allows us to use even more GC content specific parameter sets
without the disadvantage of decreasing the training set size. We generate 10 different
parameter sets for different GC contents of the input sequence. But for constructing
each of these parameter sets we absequences of the training set. In constructing

a parameter set for mean GC contenve weighed each sequence of the training set
with an integer weightt < w < 10 depending on its GC contet Similar GC
contents get a higher weight. As a weight function we used

w(a, B) = [10exp(—200(a — 3)*)] ,(0<a,B < 1)

([...] means rounding up). We then trained the parameters as if each sequence was
w times in the training set (Burges method can be regarded as a special case in which
w(a, f) = 1if o andg are in the same class and = 0, otherwise.). For the pre-
diction AUGUSTUS chooses for each input sequence the parameter set with mean GC
content closest to the one of the input sequence. The length distributions, transition
probabilities and splice site models were trained independently of GC content. For all
other submodels there are 10 different versions.

2.5 Smoothing Lengths

The length distributions of the introns and the 4 exon types were received by smoothing
the empirical lengths with a normal distribution as kernel function and with variable
bandwidth. l.e. ifl1, ..., [, (possibly with repeats) were the observed lengths of some
state type in the training set then we used the length distribution

P(LZI)Z%Z%(Q—Z)

for that state type. Hergpy is for £ = 1,2,... a discrete version of the normal
distribution with mean 0 and standard deviationk. The constant was chosen to
avoid over-smoothing on the one hand and a 'skyline effect’ on the other hand.
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